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PART —A

Answer all questions. Each question carries 2 marks.

1. Define a probability space. What'is the monotone property of a probability
measure 7

2. Define the concept of limit pointsof a set. Prove that every accumulation point

is a limit point, but.net vice versa.

3. Define the cumufatiye"dfi:stribut’ion function (CDF) of a random variable. Show
that the limit of the.CDF as (x) approaches negative infinity is 0.,

]

4. State the confinuity theorem of characteristic functions.

{.}‘I

Define almost sure convergence of a sequence of random variables.

6. State the Helly-Bray theorem, describing the convergence of the sequence of

distribution functions.
7. Define the strong law of large numbers.

8. Compare and contrast the Classical Central Limit Theorem and the De Moivre-
Laplace Central Limit Theorem. (8x2=16)
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PART - B
Answer any 4 questions. Each question carries 4 marks.

9. Define the minimal sigma-field generated by a collection of sets. Show that the

power set of a set is a sigma field.

10. Define a random variable. Prove thal the sum of two random variables is also

4 random variable.

11. How probability mass function (pmf) is derived from a CDF ? Prove that a CDF

is non-decreasing and right-continuous,
12. State and prove Chebyshev’s ifequality fofany random variable.

13. Prove that convergence in prabab'rlity"impnes-cc:rrwergern::e in distribution.

14. Let {Y} be a sequence of independent Poisson random variates with mean 2,
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Then for n — ea, if . FH — Othen, show that{Y,, } obey WLLN. (4%4=186)
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Answer any 4 questions? Each question carries-12.marks.

15, ‘A) Define the limit superior and limit inferior of a sequence of sets A_- Prove
that lim sup A, =[] fkenl meigAn@nd liminf A, = LGl iaBas
B) Prove that for any sequence of evenls (A;), lim sup A, and lim inf A are
both events and lim sup A,  lim inf A

16. Let X be an RV with EX = 0 and var(X) = 6. Then show thal
2

A) P{X 2 x} < if x>0

o +X
2

B) P{X > X} 2 ———if x<0.
o + X
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17. State and prove the basic ineguality.

18. A) Show that the characteristic function is always bounded by 1.
B) Prove that the characteristic function of a random variable is uniformly
continuous.
19. A) Prove that if (X_) converges to (X) almost surely and (Y} converges 10 (Y)
almost surely, then (X + Y,) converges to (X + Y) almost surely.
B) Show that if (X,) converges to (X) in probability and (g(x)) i5 @ continuous
function, then (g(X,)) converges to (g(X}) in probability.
20. A) State and prove the weak law of large numbers due to Bernoulli for a
sequence of independent identically distributed random variables.

B) Let X4, X,.....X, be independent and-identically distributed random variables
with PMF P(X.= k) = 1/2Kor k =1,'2, 3, &. check if the weak law of large

numbers due to Khintchine is satisfied for this sequence. (4x12=48)




