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SECTION - A
: I!T"’ f .)‘v!,"
Answer any ten questions. Each question carvies three marks. (10%3=30)
1. Whatis an Al Technique 2.5~ & ~ ™ . %

5. Define the logic behind=Hill glimbing, Best-First Search, BFS and DFS.
3. What is heuristic search/A,7 2

4. Define knowledge hypothesis,® W A2

5. How Hill climbiig'is diffgrént from ‘DynamicPragiamming ?

6. Differentiate Informeé‘éhd?l};iﬁformed searc’;{f 'Give examples.

7. What.are the differences and similarity in problem solver and planner ?
8. Sketch and compare state space versus plan space search.

9. How predicate iogic is helpful in knowledge representation ?

10. Differentiate prepositional and predicate logic.

11. Define uncertainty. How it is solved ?

12. What are the frame works in machine learning process ?
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SECTION - B
Answer all questions. Each question carries ten marks. (5x10=50)
13. a) List the characteristics of artificial intelligence. Explain any five
characteristics in detail. 10
OR
b) Explain necessary components to define an Al problem 'with an example. 10
14. a) i) Evaluate a problem as a state space search withian example. 5
i) Show how the steepest accent hill climbing works ? 5
OR C;
b) List and describe the problem charactssistics thatfieed to be considered
for selecting appropriate heuristic for‘a given(6lass of problem. 10
15. a) With suitable examples.@xplain briefly agént based and distributed
problem solving neatiy: P 10
orR ¥V » REA oy
b) Explain in detail about Structukgd représeéntation of knowledge. 10
16. a) Explain an expert Systefn bfinging.out theralsof knowledge engineer. 10
OR _
N O Ay
b) i) Describe hierarehicalplanning method with example. 5
i) Brid¥any siXapplications of expert systems. 5
17. a) Present a comparative discussion on learning decision tress and learning
multilayer feed forward networks. 10
OR
b) Discuss genetic algorithms for various machine iearning modeis. 10




