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PART - A
Answer all questions. Each question carries 1-mark.
1. Define mathematical expectation.
If V(X) = 2, then find V(2X — 1),
Define binomial distribution.

Define beta distribution of first kind.

L .

If X is a normal random variable with mean 30 and standard deviation 5.
Find P(X < 25).

6. Specify the distribution for which mean and variance are equal. (6x1=6)

PART - B
Answer any six questions. Each question carries 2 marks.

7. Define raw and central moments of random variable and state the relation
between them.

8. If the random variable X ~ N (0, 2), find E(X?).

9. If X and Y are independent continuous random variables, prove that
E{(XY) = EDOEY)

10. Define moment generating function. Prove that M_ (1) = M (at).
11. Find the characteristic function of rectangular distribution defined in (a, b).
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12.
13.
14.

State and prove the reproductive property of the Poisson distribution.
Find the moment generating function of geometric distribution.

Define convergence in probability. (6x2=12)

PART -C

Answer any four questions. Each question carries 3 marks.

15.
16.
17.

18.

T

20.

Use Tchebychev's inequality to prove that P(X = u) = 1, if Var(X) = 0.
Define characteristic function. Show that ¢ (1) and ¢, (-) are conjugate functions.

Find the mean and standard deviation of the distribution whose mgf is
(0.4e' + 0.6)".

Two random variables X and Y have joint pdf
2 - : Bex<stDeye
f(xy)= 2 X7V Oexei0yet,
| 0 otherwise
Find E(X/Y = v).
° _p(i-p)

1f>¢~5qn,p},shawthat£|§ p| =P =]

State and prove the memoryless property of the exponential distribution.(4x3=12)

PART - D

Answer any two questions. Each question carries 5 marks.

21.

22,

23

24.

If X and Y are independent Poisson random variates with means p, and p,
respectively, find the probability that (i) X + Y =k and (i) X = Y.

Define Normal distribution. Derive the mean deviation about the mean of the
narmal distribution.

—X

oy =)

Let X and Y are independent with a common pdf f(x) = : 5 5
L8 R

Find the pdf of X =Y.

If X denotes the sum of the numbers obtained when two dice are thrown,
obtain an upper bound for P(|X — 7| = 4). Compare with the exact probability.
(5x2=10)




