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SECTION —A

(Answer any ten questions. Each question carty t’ﬁ?ée mﬁrk‘%.]. (10x3=30)

1. What is soft computing ?

7
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5 List the various types of soﬂﬂmﬁ;‘fauunﬁiechmqués and*me‘ﬂtlon some application
areas for Neural Network.

Explain the working of a selforganizing maps™
Compare soft computing'Vs hard computing: Vach

Why Hopfield network iseatled afj%ﬁecurrerﬁ*Néﬂ%HNEtwcrk ?

3.
4,
5.
6. What are tfi€ propetiies of &daptive resonance theory ?
7. What i€ adaptive resonance theory ?

8. What is Union in Fuzzy Set operation and intersection in Fuzzy operation ?
9. What is TABU search ?

10. How does the ANT colony optimization differ from evolutionary programme of
Genetic Algorithm (GA) and what are the parameters of GA?

11. What isa hybrid intelligent control ?

12. Define linear and non-linear system.
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SECTION-B

(Answer all questions. Ea ch question carry ten marks). (5x10=50)
13. a) Define Bidirectional Associative Memory (BAM) and its type.

OR
b) Explain Kohonen self-organizing map.

14. a) How crossover is performed ? Explain various, cressover techniques of
Genetic Algorithm. e )

OR

b) What do you understand by cptimizat}gﬁ‘? Equain Genetic Algorithm in this
context.
15. a) Fuzzy set is an extension gi;‘gﬁsp Set* Eggi@ti"ﬁ?
oA .\ .
b) Design a Lebbian n'é’ﬁniork_té".i;ﬁplemeﬁt logical OR function. Train the network
with bipolar inputand target. O, A %
16. a) State Chavies Dafwin tHedwy of naturaketelution.
O S BRX

p}_';‘?\;"ﬁ'hat is encoding in Genetic Algorithm ?

17, a) Explain linearly separable and linearly non-separable problem with suitable
example.

OR

b) Discuss training algorithm of discrete Hopefield network.




